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A numerical study is performed in order to evaluate the performance and optimal operating conditions of
vofiex pyrolysis reactors used for condensable tar production from biomass. A detailed mathematical model
of porous biomass particle pyrolysis is coupled with a compressible Reynolds stress transport model for
the twbulent reactor swirling flow. An initial evaluation of particle dirnensionality  effects is made through
comparisons of single- (lD) and mukbdhnensional  particle simulations and reveals that the lD particle
model results in conwvative estimates for total pyrolysis conversion times and tar collection. The observed
deviations are due predominantly to geometry effects while directional effects from thermal conductivity
and permeability variations am relatively small. Rapid ablative particle heating rates are attributed to
a mechanical fragmentation of the biomass particles that is modeled using a critical porosity for matrix
breakup. Optimal thermal conditions for tar production are obsemxl for reactor wall temperatures of
approximately 900K.  Effects of biomass identity, particle size distriiutioL and reactor geome~ and scale
are discussed

1 INTRODUCTION

Among the pyrolysis reactor designs investigated for commercial production of condensable tars from biomass,

the vortex reactor is a potentially efficient configuration due to the rapid ptiicle  heating rates achieved through

direct-contact ablation. [’l The vortex reactor is characterized by a strongly swirling flow of superheated steam

through a cylindrical reactor that creates a centrifugal acceleration which results in the injected biomass particles

maintaining direct-contact with a high temperature outer wall. Biomass tars and gases resulting from the pyrolysis

are then removed ftom the reactor through a central exit pipe whereas partially pyrolyzed material is re-entrained

using a separate recycle loop resulting in complete reaction of the particles. To prevent the degradation of product

tars within the reactor, it is important to achieve small residence times for the gaseous pyrolysis products. The

condensed high molecular weight tars are collected and quenched, and the exit gases are later used in a variety
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of applications including hydrogen fhel pmduction.[2] In spi~ of the attractive na~re of the design, there are

no thorough analyses of vor@x pyrolysis reactors addressing the crucial issues of efficiency, optimal ope~ing

conditions and scale up for commercial use.

Previous investigations of votiex biomass pyrolysis reactors  have been confined primarily to small scale

experiments and limited global mcxieling.  Such investigations have been performed by Diebold  and Powe#l

utilizing a reactor N lm in length with a wall temperature of approximately 900K and measured mass feed rates
*

up to 30kg/hr.  The reactor efficiency was observed to be enhanced by inserting a narrow pitch groove on the

inside wall of the reactor in order to increase the particle residence times, Despite the f~t that no quantitative

experimental measurements were reported, their analysis suggests that the cotilguration is capable of efficiently

pyrolyzing biomass for

observed. Quantitative

step before commercial

conversion to condensable tars and no limitations on scaling for commercial usage were

measurements, parameter

use can be considered.

studies and mathematical optimization are the next necessary

Although the literature addressing the vortex reactor is limited, previous investigations of different types of

ablative reactor designs exist lending support to the potential of fast pyrolysis. While most reactors have been

utilized in bench scale experiments, few have been shown to be viable for scale up to commercial sizes. These

reactors generatly employ a combination of direct-ntact  between the biomass particles and the heated surface in

conjunction with mechanical breakup or grinding of the particles to firther increase heating rates. The ‘rotating

cone’ flash pyrolysis reactor is similar in design to the vortex reactor and was considered by Wagenaar  et. al. [31;

however, only for ‘cold flow’ conditions. Peacocke  and Bndgwate~41  recently proposed an as yet untested

ablative reactor design in which a four blade arrangement is used to apply the biomass particles directly to a hot

surhce under high relative velocity and pressure. Currently, published work for all of the above reactor types

is relatively limited and many questions remain before actuat  commercial applications are viable. In particular,

fiuther research is needed to determine the efficiency of direct+ontact  pyrolysis, effects of ablative pyrolysis,

optimal reactor temperatums, effects of the turbulent gas flow field, and range of particle sizes which can be

2



economically pyrolyzed.

In this paper we present quantitative results from numerical simulations of fhll scale vortex reactors under

viable operating conditions obtained from detailed  mathematical models including a realistic formulation for the

turbulent carrier gas flow field. Of particular interest are the identification and elucidation of pertinent physical

processes as well as a quantitative assessment of parameter effects, optimal conditions and scaling potential.

Specifics of the vortex reactor and its sub-models are addressed in Section 2. Single particle simulation results

are presented in Section 3. Here we address the issues of particle dimensionality, wall heating, the response of

the particle equations to temporal oscillations in the flee stream bounda~  cmditions,  and the introduction of

a new fiagmentation model needed to describe the mechanical break up of particles. Section 4 describes the

coupling of sub-models and contains the reactor simulation results and parametric studies; the parameters being

the wall temperature, feed rate, feed stock, particle size distribution and reactor scaling. Conclusions and firther

discussions are provided in Section 5.

2 VORTEX REACTOR AND SUB-MODEL FORMULATION

Figure 1 provides a schematic illustration of the modeled vortex reactor. The design is an approximation of the

experimental facility at the National Renewable Energy Laboratory (NREL) (note that the NREL reactor has been

modified but not yet documented, since the publication of Ref.[ll).  A high tempemture steam carrier gas is mixed

with a biomass feed upstnam  of the inflow pipe. The mixture is then introduced tangentially into the reactor at

high velocity creating a strongly swirling flow whereby the particles are centrifuged against the wall and remain

primarily in direct sliding contact with the heated constant temperature surface. [’l Steam and resulting gaseous

pyrolysis products then exit the reactor through an outflow of specified diameter whereas partially pyrolyzed

particles am re-entrained  through a small  tangential recycle loop (not shown). The present investigation aims at

modeling the steady state reactor operation. The modeling is accomplished through the coupling of sub-models for

the individual particle pyrolysis, the turbulent swirling flow and the particle trajectories along the outer (r = RR)
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heated wall.

2.1 Particle fidysis M&e!

The individual macro-particle pyrolysis is based on the detailed  model of Miter and Belkm[~l  with a modification to

incorporate particle fragmentation (described below). l%e kinetics scheme for the model is based on superimposed

cellulose, hemicelhdose  and Iignin  reaetions.~s] In this manner, any biomass feedstock  ean be simulated through

the knowledge of its initial mass composition with respect to these three

components undergoes the same generic competitive reaetion  scheme:

Vkgin – K1 -+ Active,

Active – K2 4 Tar,

primary components: Each of the virgin

(1)

(2)

Active – K 3 + X Char +(1 – X) Gas, (3)

Tar – K 4 + Gas. (4)

Throughout the paper, the term ‘tar’ is used to refer to the primary high molecular weight pyrolysis condensable

sometimes called ‘bio-oil’  or ‘bio-crude’ and includes any enriched oxygen and water vapor content. The virgin

components, ‘active’ intermediates and char are solid phase species, while tar and ‘gas’ are vapor products; all

the species represent groups of compounds rather than pure chemical species. All reactions are modeled with

first order Arrhenius kinetics. ‘Ile frequency futors  and activation energies for reactions K1, K2, K3, and the

mass ratio X are all dependent on the particular biomass component, whereas all heats of reaction and seeondary

tar decomposition parameters are independent of the source component. Reaction K1 has Ahl = O, reaction K2

is endothermic with Ah2 = 255 kJ/kg,  and both the char formation and seeondary  tar reactions are exothermic

with Ah3 = –20 kJ/kg and Ah4 = –42 kJ/kg. All remaining parameter values are provided in Ref.[51

The porous ptiicle model incorporates all property variations, is valid both inside and outside the particle, and

employs a fully transient momentum equation in contrast to the traditional use of the empirical Darcy’s Law. The

derivation of the model has been addressed previously in Ref.[sl and only the final general form of the equations
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is presented here. The governing equations for apparent densities (p), gas velocity (u), mass fraction of species c

(Y(), total specific internal energy (et) and the equation of state relating gas density, pressure (p) and temperature

(T) anx
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where indices i, j correspond to coordinate directions (Einstein summation notation), < denotes species < (no

summation over Greek indices) and 6ij is the Kronecker delta fiction. In the above formulation, subscripts s,

g and ej~ denote solid phake,

reactions are represented by ~,

gaseous phase and effective property values, respectively. Source terms due to

the porosity is E, the molecular weight is M, the true density is ~, the universal

gas constant is ~ and summations are over all species of indicated phase. Additionally, c is the Stefm BoltmnaM

constant  w is the biomass emissivity  and d is a characteristic pore dimension; constant volume and solid phase
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heat capacities are C. and C, and propefies  p, D, J are the viscosity, species diffisivity and thermal conductivity

(tensor), respectively.

h addition to the momentum equation (8), it is convenient for multi-dimensional simulations to also consider

the more traditional Darcy’s Law which is valid only within the particle. Darcy’s Law states that the velocity is

proportional to the local pressure gradient and the permeability (r):

I’;j f$l~i. _——
P9 ax3’

(15)

where PO is the gas viscosity. Both forms of momentum equations are investigated in the following section for

the purpose of comparing lD and 2D Cartesian geomet~ simulation results. Several property values and initial

conditions (subscript O) used for biomass woods are given in Table 1 while remaining propetiies  are provided

in Ref. [sl The models for both the pyrolysis kinetics and porous particle transport have been tested extensively

by Miller and Bellan[sl  and shown to agree well with a large number of experimental results from a variety of

investigators. Note that in the above set of equations both the thermal conductivity and the permeability are

presented in fill tensor format in order to account for spatial variations as addressed below.

Boundary conditions am defined based on the geometry under consideration and the particular choice of

momentum equation as explained below. Ptiicle  shapes are assumed to be parallelepipeds based on elongated

wood ‘splinters.’ These shapes have been observed in cold flow visualizations in the bench scale vortex reactor

at the National Renewable Energy Laboratory (NREL) (e.g. Diebold  and Powe#l). Throughout the present work

only Cattesian geometries are considered for both lD and 2D particle analyses. Boundary conditions on the wall

side of the particle are independent of the momentum equation: the temperature at the solid surface is matched

to the wall condition (2’ = TW), the velocity is set to zero, and all other fluxes are rwlled (zero first derivative).

Darcy’s Law being valid only within the particle, the model domain extends only to the outer edge of the particle;

thus, the thermal boundary condition in direction z is based on a modeled surface condition (see e.g. Di Blasi[61):

(16)
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where n is the coordinate direction normal to the surface. RI.(16) sties hat the heat flux entering the paticle

is due to both radiative and, convective exchange with the far field temperature Z&. In the present work, the

coefllcient  of convection is assumed to be constant with h’ = 20W/K. Ile pressure is assumed constant and

equal to the fhr field condition. with the momentum eq~tion derived from first principles (Miller and Bellan[~),

the solution domain includes regions outside of the particle, thereby accounting for the effects of exothermic

tar reactions within the mass boundary layer immediately adjacent to the particle. Then, bound~  conditions
,

are provided by directly matching temperature and pressure values to the flow conditions at the particle location

(T = ~, p = p*, where the superscript indicates local flow values), while velocity conditions am calculated

through mass conservation constraints, and mass fractions are assumed to have zero first derivatives at the

boundary. The use of both momentum equations and the dimensionality  of the simulations are considered in the

following section.

2.2 Turbulent Carrier Gas Model

The present vortex reactor is characterized by strongly swirling and recirculating flow regions. Such flows are

poorly modeled using k – c and all other turbulence models which invoke the gradient difision  hypothesis

relating turbulent viscosity and mean strain tie. For complex flows of the type addressed here, full Reynolds

stress closures are recommended[81 in which modeled transport equations are solved for each of the individual

components of the Reynolds stress tensor. lle particular model chosen for this work is the filly compressible

(to account for strong density variations) single species model of Zha and Knight[91  with a modified model for

the stress component difl?usion terms (based on Ref.[lO1).  Furthermore, the model has been extended to include

species transport and chemical reaction. The tensorial  form of the final model for the transport of the ‘long time’

Favre averaged (density weighted) variables is:

@
~+ &(@j)  =  0,

J
(17)

(18)
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where the shear stress tensor is,

P ‘7 (~mlw)z

[

8& &ij 2 h-k ~
Tij — ) - - —  ““‘~ (~+/jzi 1~ tkk ‘3 ‘

the kinetic and internal energies are,

k = &J;u:/~, ~=  CUT + ;iikiik + k,

and the Reynolds stress productio%  difhsion,  pressure rate of strain and dissipation term models are:

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)

(27)

(28)

Dij = – $p~ij, (29)

respectively. h the above equations, subscripts i, j, k, 1 take values corresponding to the three orthogonal

coordinate directions, the tilde is used to denote Favrc averages and the double prime superscripts represent

fluctuations with respect to the Favre average. In addition, Cp is the heat capacity at constant pressure, gi is the

gravitational acceleration vector, c is the turbulence dissipation, pu[u~ is the symmetric Reynolds stress tensor

with six independent components, the subscript < corresponds to the gas phase species (steam, tar and gas); all

remaining variables have been defined previously and properties are taken to be those of steam. Fluctuation
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contributions to the reaction terms are neglected due to the first order nature of the reactions and the rehttive]Y

small heats of combusdon  involved. ne turbulence model constants are provided in Table 2.

Since the fill three dimensional solution of Eqs.(lV-(W k prohibitively expensive, it is assumed that the

vortex reactor flow (see Fig. 1) is nearly axisymmetric,  the assumption being valid when azimuthal variations are

small compared to changes in the axial and radial directions; i.e. ~/~0  << 8/f3z,  ~/&. This assumption is

commonly used in confined swirling flow simulations (e.g. Wfs.(81(111(121(131), its validity being ensured within a

short distance downstream of the entrance pipe. The ‘reduced’ equations are derived by expanding Eqs.( 17)-(29)

into three dimensional cylindrical polar form and then dropping all terms involving derivatives with respect to the

O direction (while retaining the azimuthal velocity). This results in a set of 15 coupled transport equations along

with the equation of state which are integrated to steady state from ‘best guess’ initial conditions. The integration

uses a second order accurate in space and time explicit McCormack finite difference scheme. Inflow conditions

are generally obtained from experimental measurements and will be discussed in more detail below, whereas

outflow conditions are specified through zero first derivative approximations for all variables except the axial

velocity component which is found through mass conservation constraints. Bound~  conditions along solid walls

are based on a combination of wall fictions (following Sharif  and Wong[l 1]) used to treat the turbulent boundary

layer, constant outer wall temperature and zero first derivatives for remaining variables. Furthermore, the two

endwalls atz=O, andatz= LR are assumed to be thermally insulating for reasons to be discussed below.

Boundary conditions at the outer wall (where the particles reside) are used to couple the turbulent flow equations

to the remaining sub-models in a manner described below. The code has been rigorously tested and validated both

through agreement between results of our simulation with the data from measurements of a confined swirling jet

flow, and through comparison with the Reynolds stress model simulation of Nikjooy and Mongiat141 (isothermal

and incompressible) that used well documented initial and downstream conditions. Comparisons showed good

agreement between the current code and the cited results (not shown).

2.3 Particle Trajectory Model



The cold flow visuali~ions  of Diebold  and Power[l] suggest tiat  the majority of wood particles in the vortex

reactor remain in flat contact with the WU m pamllelepiped  in shape and in gene~  convect with major axis

(along the grain) parallel to the flow direction. nis level of orgmition  of the particulate is less likely in the

cone reactor design in which there are no grooves cut into the cluunber  surface for particle guidance. In the

present model, the particles are assumed to remain in sliding contact with the wall. In addition, it is assumed that

the particle’s Ative dimension in the transverse direction is con.sttmt and equal to the particle height normal to

the wall, Hp. Therefore, the particle dimensions are specified by the choice of the height and the aspect

0 = Lp/Hp (when  Lp is the particle length parallel to the grain). Lacking a complete resolution of the flow

around a real three dimensional wood particle, including the wake region, it is reasonable to assume that the

ratio

field

drag

experienced by the particle can be modeled & that over an elongated (prolate) spheroid having the minor axis

equal to HP and the same aspect ratio. Under these assumptions, tie ~jectow of a single p=ticle  is governed by

both drag resulting from slip velocities with the exterior flow and by a friction force at the wall which impedes

forward acceleration. ‘he modeled equations for position and velocity (in the x direction along the outer wall)

arc:

(30)

(31)

where Xp and ~ are the instantaneous particle position and velocity, Vp and rnP are the particle volume and mass,

fp is the coefficient of sliding friction (assumed constant and equal to 0.1), g is the gravitational acceleration, the

superscript * denotes carrier gas variables evaluated at the particle location, and the modeled coefficient f is:

(32)

where,

(33)



and

A =
8(02 – 1)/6

[(2ez – 1) ln(O + ~)/~] –@”
(34)

The bracketed term in [31] corresponds to Stokes drag over a sphe~, whereas the factor ~ includes corrections

for prolate spheroid aspect ratio at moderate particle Reynolds numbers (Clift  et. al. [151). ‘I’he above equation set

is Lagrangian and requires the specification of initial conditions for the particle position and velocity, in addition

to the exterior turbulence flow field (~”, Z;, Z;) evaluated at the particle location (T = RR – 0.5 HP) as indicated

by the superscript * (Favre fluctuations neglected).

3 SINGLE PARTICLE RESULTS

Befo~ discussing the coupling of the individual sub-models, it is necessary to first analyze the behavior of the

single stationary particle model and seek possible simplifications. lhis section is devoted to such analysis and

includes discussions of the numerical solution procedure and range of parameters for the model, along with fhrther

usefi.d  evaluations. In particular, although the particle model has been derived in general tensor coordinates, fill

multidimensional simulations are prohibitively intensive computationally.  A comparison of lD and 2D simulation

results is made in this section in order to quanti~  the cmditions under which the ID approximation is justifiable.

The extent of individual particle response to external flow conditions is then investigated in order to simply the

outer edge particle boundary conditions as described below. Finally, a new fragmentation model is introduced in

order to describe physical breakup processes which persist for ablative pyrolysis.

3.1 Multi-DirnerMonal  Particle Evaluation

In order to assess the effects of dimensioned and directional effects for wood particles, the particle equations (l)-

(15) are solved numerically on both lD and 2D grids. Darcy’s Law is used instead of the fi,dl momentum equation

for several reasons. First, Darcy’s Law is computationally  less intensive than the fill momentum equation (8) due

to both the numerical treatment of the pressure solution, and also because the domain extends only to the edges

of the particle, thus requiring fewer computational grid points than the full equation solution which extends to

11



exterior regions. Second, the fidl momentum equation was developed for 1 D solutions applied to relatively large

permeability porous pruticles;  as such, it does not explicitly inciude  the effects of varying pamllel  and cross grain

permeability. Miller and Bellan(71 showed that the use of DUCY’S Law can Esult  in Substmtial  over predictions

of the surfhce temperature and pyrolysis rate. fierefore,  it will  be desirable to use the full equation for the I%M.I

reactor calculations. However, for the present purposes of directional analysis, Darcy’s Law is sufficient.

The numerical solution to the particle equations uses finite difference approximations to the governing equa-

tions. The solution procedure is essentially the same as applied in Miller and Bellanlq  with the exception that

Darcy’s Law is combined with the continuity equation to provide an equation for pressure in order to filter acoustic

waves while retaining density variations. The resulting Poisson type equation is:

%(:’2)=-(’+? (35)

Directional effects for both the permeability and the thermal conductivity of the wood are considered; however,

mixed directional property variations are not considered, i.e. rij = Aij = O, when i #j. Equation (35) is solved

through a Jacobi iteration procedure at each numerical time step

The geometry for the particle simulations is that of an elongated rectangular particle in flat contact with a

hot constant temperate wall. Coordinates for the rectangular particle are defined with Z1 parallel to both the

groin and the wall) and X2 in the normal direction (the wall is then located at X2 = O). Calculations are made

with identical particle size in the Z2 direction, HP = 5rnm,  and 24 numerical grid points am used to p~ition

the Z2 dimension, with equal grid spacing used for the parallel grain dimension (LP = @lfp).  The single particle

is assumed to be stationary in initially quiescent vapor phase steam. The symmetry in the Z1 direction at the

particle mid-point allows for the solution of only one half the entire domain. Values for the wood conductivity and

permeability am also fixed in this direction as listed in Table 1 and correspond to approximate cross grain values

for typical Maple wood (SERI(161); the results for all ID simulations correspond to these cross grain property

values. The kinetics scheme used for Maple wood follows the method of Miller and Bellan[sl  by prescribing

initial cellulose, hemicelhdose and lignin content. The particle, wall and fkee stream temperatures are initially
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uniform at 400K and the pressure is p = 100kPa. During each simulation, the wall and fi-ee stream temperatures

are both raised over a dumtion  of 309 from 400K to their final  values of Tw = T~ = 900K.  The linear heating

of the surfime conditions is neceswy  for numeriwl  Esolution ~d does not fiect  the value of the rwlts because

the mass loss relative to the particle’s initial mms is ~ways < 10% d the fi~ heatup  time. All simulations

discussed

entire 2D

processor

300s.

in this section are terminated when 9070  of the virgin wood mass is consumed. For comparison, an

calculation utilizing 24 x 24 numerical grid points (0 = 2) requires approximately 6300s of central

time on a Cray J90 supercomputer  whereas the corresponding ID simulation requires approximately

An example of directional property effects in a 2D particle simulation is illustrated in Fig.2. The figure depicts

instantaneous velocity vectors for the internal flow field for three different simulations of particles with aspect

ratio e = 2. The wall is located at the surface Z2 = O and the surface at Z1 = O is a plane of symme@

located at the actual center of the particle. In all cases, the vector snap shots are taken at a time corresponding

to 40’ZO  reduction in the wood mass (virgin plus active). Particle initial conditions and properties are identical

for all these simulations including All = AM = A except the permeability which is varied in the parallel gm.in

direction (I’ll). In general wood samples, the permeability in the parallel grain direction can exceed the cross

grain permeability by several orders of magnitude (SER11161). The present results correspond to cases in which

1711 /1’22 = 1, 10, and 100, for parts (a), (b) and (c) of the figure, respectively. The vectors suggest that tar

and gas produced by pyrolysis exit all surfaces of the particle nearly uniformly when there are no preferential

permeability effects (Fig.2a).  However, when the permeability is increased parallel to the wood grain, the exiting

gas flow is redirected nearly completely through the surfiwes defined by zl = *HP.

The preferential permeability effects illustrated in Fig.2 can be quantified by examining the relative mass of

tar collected from the particle as a function of time:

J!
P=2 ~’ ~pg&r7i’.~dt, (36)

rnp,o

where mp,o is the initial particle mass and the inner integral is over all surfaces. Tar collection for single
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isolated spherical biomass particles has been examined by Miller and Bellan[171  who studied the effects of reactor

temperature, tar quenching and parameter sensitivity. ne m~s of gm, or the combined masses could also be

examined; however, it is tie ti which is ultimaely  of intimst for the pfisent purposes (in particular for hydrogen

production), Figure 3 shows the tempod evolution  of 6 for e~h of the th~e 2D simulations in Fig.2.  Results

from a lD simulation are also included for comparison. ne simulations  suggest that there is virtually no deviation

in the temporal mass loss due to preferential permeability effects. only a very small increase in conversion time,

with negligible change in final tar collection, is observed as the parallel grain permeability is increased by two

orders of magnitude. This result is similar to a previous observation made by Di Blasi161 who found nearly no

change in final char masses upon altering both the char and wood permeabilities  in lD simulations using Darcy’s

Law. ‘Ihe ID particle approximation is observed to slightly over predict conversion times and under predict all

of the 2D tar collection nxults for all times. However, the final magnitude of 0 is only slightly lower than the

maximum observed value from the 2D calculations.

In order to highlight the effects, and limitations, of the lD approximation it is inshuctive  to compare simulation

results for various values of the particle aspect ratio. Figure 4 depicts the tar collection as a fimction  of time for

both lD and 2D simulations with particle aspect ratios of 1, 2 and 4. The simulation parameters are identical to

those discussed above and both the permeability and the conductivity have constant uniform values in order to

isolate geometric effects. The lD case corresponds by definition to an infinite aspect ratio particle; however, the

results show that the approximation becomes reasonable for realistic finite aspect ratios. Again, results for the lD

geometry produce conservative estimates for 6 at all times and all aspect ratios. The primary effect of particle

geomet~  is observed in the total conversion time which decreases with decreasing aspect ratio. This effect is

directly related to the surface area exposed to heating and pyrolysis relative to the total particle volume. On the

other hand, the final values for ~ are much less influenced by the aspect ratio. In fact the deviation in this value

between the lD approximation and a square particle is less than 5% of the initial particle mass. For 0 = 2 this

deviation is reduced to approximately 2.5?40.
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Biomass wood samples also have directional variations in thermal conductivity: a review of the literature shows

that the conductivity is genemlly  larger in tie cross grain direction for both hard and soft woods. For example,

measured ratios of AII/Azz for white pine, oak and balsa are approximately 0.75, 0.80 and 0.88, respectively

(SER.11161).  These ratios are dramatically

of these deviations are illustrated in Fig.5

smaller in magnitude than those observed for permeability. The effects

which shows @ as a fimction of time for both the ID and 2D simulations

with three conductivity ratios. The aspect ratio is fixed at 0 = 2 and I’11/17zz = 1 in all cases in order to isolate

conductivity effects. As with the permeability, only relatively small effects of conductivity are observed for either

the conversion time or the final tar mass. The lD approximation again results in conservative estimates for tar

production with time; however, the

with conductivity ratios as large as

final tar conversion is well predicted. Further simulations were conducted

10 (not shown) which resulted in very large deviations from the behavior

exhibited in Fig.5. Although such ratios are unrealistically large, they explain the permeability and aspect mtio

behavior discussed when examining Figs.3 and 4. Both conductivity and aspect ratio affect pyrolysis in a direct

manner, I.e. the particle heating rate is a direct function of the ability to heat large portions of the wood to

pyrolysis temperatures. The majority of heat transfer into the particle occurs through conduction. As such, the

conductivity plays a strong role in pyrolysis (even though realistic directional variations are relatively small as

shown in Fig.5). The particle’s aspect ratio also plays a strong role by dictating the surface to volume mtio of

the particle which is exposed to heating. However, permeability primarily determines the path of the pyrolysis

gaseous ptiducts  upon being formed, resulting in only minor and secondary effects on the pyrolysis evolution

even when large directional variations are present.

‘he above results suggest that the lD particle geometry represents a valid approximation to the more complex

multidimensional pyrolysis behavior for relatively large aspect mtio particles; in particular it produces conservative

estimates of both tar collection and conversion time. The validity is not significantly affected by directional

variations in the permeability, or for realistic values of the thermal conductivity. The approximation can also be

considered justified for $mrdl  aspect ratios (@ > 1) when only the final product yields are of interest. When the
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time evolution of pyrolysis products is needed, the 1 D approximation results in over predictions of the conversion

time. However, the deviations in total conversion time become negligible in the context of the votiex  reactor due to

a large number of passes (recycle loops) made by each ptiicle through the reactor (discussed below), and the ID

approximation will, therefore be cmsidered hereinafter. Furthermore, all simulations discussed hereinafter utilize

the fill momentum equation (8) in order to resolve the thermal and mass bounckuy  layers adjacent to the patticle

surf-, and the computational domain is etinded  to include the ~ge O < zz < 1.5HP for ~1 simul~ions  using

a 32 grid point discretization.  lle value 1.5HP is somewhat arbitrary; however, it is sufficiently large to resolve

the region adjacent to the particle, while being small enough to allow for accurate sampling when the temperature

and pressure boundary conditions are later matched to the boundary layer flow conditions. All further simulations

are continued until 99°/0 decomposition of the virgin wood is completed and with a thermal boundary condition

heatup time equal to one second per millimeter thickness HP unless otherwise specified. Test cases comparing

the results from single isolated lD particle simulations with identical conditions (i.e. O < X2 < Hp) using the

two momentum equations reveal essentially identical evolutions (not shown).

3.2 Direct-Contact Particle Heating

To fin-ther  the discussions of isolated particle simulations, it is usefil  to analyze the efllciency  of directantact

particle pyrolysis. This is accomplished by petiorrning two lD simulations under the conditions previously

discussed, i.e. Hp = 5mm, T. = 900K, ~“ = 900K, where ~“ now corresponds to the local exterior flow

tempemture condition at Z2 = 1.5 HP. In the first simulation, heating is only performed at the wall while the

thermal flux is null in the free stream. The opposite conditions are employed for the second simulation; in this

case heating is exclusively from the free stream and the wall is insulating. Both the tar collection and mass

averaged particle temperature,

<T>= JPd’T”h2
J7$fl..@ ‘

(37)

evolutions are presented in Fig.6. The superscript \ in the above equation denotes that solid phase char is

excluded,17115111~  Clearly, the direct-contact wall heating provides a dramatically improved pyrolysis and heating
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rates as cmmpmd to the flow heating case. The total conversion time is decreased by approximately 65% by

direct-contact conduction heat transfer. For tie stream heating, although thermal transfer occurs both through

convection and conduction, the thermal  conductivity of tie gases is neari y an order of magnitude smaller than for

the solid phases. Mass averaged heating -S are observed to b as large as N 10K/s  for the wall heating case

and can exceed the calculated values by small percentages for realistic multi-dimensional particles. Furthermore,

larger heat transfer rates result in higher effective pyrolysis temperatures which yield significantly larger final

tar collection values from direct conduction pyrolysis. These results suggest that direct-contact reactors offer a

significant potential for improvement in pyrolysis yields for tar production when compared to non-contact and

partial contact (fluidized bed) reactors.

3.3 Pam”c!e  &sponse  to Carrier Gas Now

l%e  governing equations for an individual particle’s trajectory (30)-(34) are Lagrangian and solved numerically

through fommrd time differences. These equations describe both the position and velocity of each biomass test

paxticle  as it convects through the reactor.

during its lifetime due to the recycle loop.

T“, p“, 6;, z; at X2 = 1.517P) are functions

In genetd, a particle will make many passes through the reactor

As such, boundary conditions on the flow side of the particle ~,

of the particle position, and hence of time. In addition, each recycle

loop corresponds to a discontinuity in these boundary conditions as the particle is reset to XP = O, resulting in

a difficult numerical resolution. In this section, we describe the conditions under which the time avemge  values

of the boundary conditions (denoted by the double brackets << >>) can be used instead of the complete time

signal:

J

te
<< 4“ >> = @*(t’)  . d’,

o

for any boundary condition variable d“.

(38)

An analysis of the

The majority of heat

heat transfer is away

relative time scales is usefid in predicting the particle response to the boundary conditions.

tmnsfer to the ptiicle from the he stream occurs through thermal

from the particle due to the venting of pyrolysis gases). l%e ratio
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then-ml diffusion (t~ w pCH~/J) through the g= to the pticle  ~sidence  time during one loop through the

reactor (tR w LR/&,i~) is:

(39)

where tiz,i~ is the ptiicle  injection velocity into the reactor. In order to consider the particle pyrolysis evolution

independent of tempcml  oscillations (and therefo~ well modeled using average boundary values), this ratio must

be significantly larger than unity (t~ >> tR) ; i.e. the particle  passes through the domain much faster than the

thermal diffkion response time. Using properties for wood and an assumed injection velocity tiz,i. = 10m/s

with LR = lrn suggests that particles with HP larger than approximately 0.3mrn (tA/t. = 10) can be justifiably

assumed to respond only to average values for fkee stream boundary conditions.

To further illustrate the influence of boundary condition temporal oscillations on the paticle, we calculate the

particle response to a specified temporal disturbance in the free stream temperature boundary condition. his

calculation is performed for a lnwn particle using a boundary temperatm. equal to ~“ = 850+25 sin(w’t). The

amplitude of 4z25K is approximately the root mean square fluctuation calculated from actual reactor simulation

results (not shown) and TW = 900K. The temporal evolutions of tar collection produced from such simulations are

presented in Fig.7 for various values of the oscillation frequency. The value w’t = O corresponds to no temperature

fluctuations (i.e. using << ~“ >>), while tit. = 30 results in 30 periods and cm-responds approximately to

the maximum number of re-entrainment  loops for an experimental vortex reactor as estimated in Ref.lll As it is

clearly obsemed, there is no effect on pyrolysis due to thermal disturbances. The physical reason for this behavior

is provided through the graphical illustration of char apparent density profile evolution displayed in Fig.8 for

the u’tc = O particle. The figure shows that even though there is a high temperature free stream boundary

condition at X2 = 1.5HP, the direct conduction heat transfer tlom the 900K wall located at X2 = O is significantly

stronger. The char profiles reveal that the pyrolysis occurs almost entirely on the wall side which results in a

pyrolysis wave moving outward, towards the free stream, Only a small ftaction  of the pyrolysis occurs on the

free stream side as indicated by a small bulge in the char profiles near X2 = HP for intermediate times. These
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results suggest that time averaged values for free stream temperature and pressure boundary conditions result in

no loss of information, as the pyrolysis is effectively decoupled from the he stream disturbances. In addition,

these results provide fifier justifiwion  for the use of a ptiicle pvolysis model witi quiescent adjacent flow

(neglected cross flow), since effects from tie flOW side of the ptiicle me minimal. This can be understood by

considering that a co-flow can tiect the w collection (36) in one of two primary manners: 1) by changing the

pyrolysis evolution and hence the mass of tar production, or 2) by affecting the ejection velocity at the particle

surfkce (U2 only, for lD simulations). The above discussions have already highlighted how the thermal pyrolysis

evolution is controlled primarily by the wall conditions; hence co-flow effects on pyrolysis are negligible. In

addition, there is a velocity boundary layer due to no slip conditions such that U1 -+ O at the particle surface.

This indicates that the ejection velocity is determined primarily by the internal particle pyrolysis, and the co-flow

can only dictate the direction of the pyrolysis gases upon exiting the particle, not the tar collection pam.meter,  ~.

Therefore, a quiescent particle model can be used for the present flow with no significant loss of ifiormation.

3.4 Pam”cle fragmentation

The single particle model was originally derived to describe the pyrolysis of large stationary biomass particles

in initially quiescent steam or nitrogen environments and under controlled experimental conditions. In the case

of stationa.ty  direct surface contact  the particle is in direct thermal contact with a hot surface and heat transfer

to the pwticle  proceeds almost entirely from the contact edge of the pwticle.  As the pyrolysis wave progresses,

an insulating layer of char is left behind which substantially diminishes the efiective  heating rate.[’l  Ih contr@

heating rates and conversion times are much mom rapid in real reactors where the biomass particles convect

at high velocities and pressures along the heated surface. Although no experimental measurements of such

conversion times and pyrolysis yields are known to the authors, Esteban  Chomet1181  of NREL suggests that large

pzuticles  (M lcm) have pyrolysis conversion times of ~ 1s for reactor wall temperatures of 900K. This value

is approximately two orders of magnitude smaller than for stationary particles of similar sizes and at similar

temperatures and under the above mentioned conditions (see e.g. Figs.3-6).  This large difference in conversion
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times must be nxonciled by identi~ing  the pertinent physical causes which are unique to ablation pyrolysis.

One yet unproved explanation for the increase in pyrolysis rates under ablative conditions that has received

renewed attention recently by Lede et. al. ’19] is based on the possible existence of a liquid intermediate pyrolysis

product (’active’ in Eqs.( 1) and (2)). The explanation speculates that such an intermediate, which remains liquid at

the high temperature reactor conditions, forms a thin lubricating and highly conductive layer between the biomass

particle and the hot reactor wall, thus increasing heat transfer rates to the ptiicle.  This layer is stated to be of

negligible influence for lower temperature TGA conditions but becomes significant at the higher temperatures

associated with ablation processes. However, such an argument appears inconsistent with the results of many

isothermal, non-ablative experiments at similar temperatures (with up to 1000 K/s heating to final temperature)

which have been well described without liquid layer effects by a model which also agrees with experimental

results obtained in the TGA regime.lsl  Furthermore, no direct observations have ever been made of such a liquid

and its existence is hypothesized primarily on indirect evidence such as observed similarities between the pyrolysis

and actual solid phase melting, whereby pyrolysis is restricted to a relatively narrow band of temperatures. In

this section we provide supporting evidence that rejects the liquid layer postulate and also present a new and

self-consistent explanation for increased ablative heating rates.

Within the present context, it is usefbl  to address at least the following three considerations related to the

existence of an intermediate liquid layer of the type described above: (1) The limited range of temperatures over

which pyrolysis is obsewed  to occur has already been well explained in terms of the endotherrnicity of biomass

reactions by several researchers.(~1201  (2) A liquid layer inserted between the particle and hot wall, regardless of

thickness, cannot decrease the conversion times for direct wail contact particle pyrolysis, ~is is due to the f~t

that it is the insulating char layer that is the limiting factor in heat transfer from the wall (see Table 1). (3) It

is well understood that the production of char from a non-fluid state results in a ‘non-graphitizing’, disordered

carbon (hard carbon)12  11, in contrast to the smoother fine scale structure that would be observed had the char been

produced directly from a fluid intermediate. The actual chars produced through pyrolysis of cellulose and other
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biomass stocks are indeed observed to be of the disordered (amorphous) carbon form .[211[221  Therefore, chars

produced during biomass pyrolysis are direct products of solid phase media and are not produced from a ~iquid

‘active’ intermediate.

h light of the above arguments, the observed discrepancy in heating rates can only be attributed to a mechanical

breakup of the insulating char region formed between the heated wall and the un-pyrolyzed  particle matrix; i.e.

as the particle slides along the wall, this char layer is ‘smashed’ or scraped off due to large shearing and stress

forces. This is evidenced by the fact that the chars collected from the NREL reactor are powder size (W 50prn) in

contrast to the large (N Ian) input wood chips. [11 In order to model these breakup processes it is usefil to consider

past work in the field of particle fragmentation. Kerstein and Niksai231  used the results of both deterministic and

statistical models based on percolation theory (geometric theory of the connectedness of irregular objects) to

describe the fragmentation of carbon chars undergoing combustion, In their model, a homogeneous and stationary

sample fragments due to a loss of structural integrity when the porosity reaches = 0.7; a value found to be in

good agreement with experiments. For the present situation, we hypothesize that there exists a similar critical

value of the biomass porosity at which fragmentation of the char occurs. When this critical porosity is reached,

the particle collapses upon the insulating char layer, thus bringing the un-pyrolyzed portion of the particle closer

to the wall and increasing the effective heating rate. Unfortunately, percolation theory cannot be directly applied

to the current more complex problem as the critical porosity is expected to depend on many unknown factors

including the biomass feed stock, the particle velocity and the contact pressure.

In order to illustrate the possible effects of such a critical porosity (denoted cc), a series of simulations of the

porous biomass particle equations (Eqs.(5)-( 14)) are performed incorporating a simple model for critical porosity

effects. Fragmentation modeling is implemented by assuming that as the porosity reaches the specified critical

value on the wall side of the particle, the particular location comes into direct thermal contact with the wall due to

the removal of all fi-agmented chars. In practice this is accomplished by

for all e z e. within the wall side of the patticle,  This model has the
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mass in the region c Z CC continues to react at the wall temperature as though it had fragmented into many

small (kinetically controlled)  piews, each piece remaining in tierma.1 contact with the wall. Consider a single

Maple particle of initial thiclmess  lfP = 5rnrn and temperature To = 450K, that is exposed at time t = O to

a heated wall located at Z2 = O on one side and a high tempemtu~  steam having the same temperature on the

opposite side. I’le outer boundary for the solution of Eqs.(5)-(14)  is located at Z2 = 1.5HP in order to accurately

capture all mass and species boundary layer phenomena. l%e one dimensional domain is discretized  using 48

grid points and the proceeding simulations require between approximately 600s and 7200s of processor time on

a Cray J90 supercomputer.  Additional details of the solution procedure and boundary conditions can be found in

~fs.[s][~[l~  F“lgure 9 shows both the tar collection variable ~ and the 99°/0 conversion time (tC) as a fiction

of the critical porosity and for various values of the wall temperature. Fragmentation is obsewed to result in

substantial variations in tar collection and several orders of magnitude decreases in conversion times. As the

critical porosity approaches the initial matrix porosity, &O = 0.67, the solutions approach the kinetic pyrolysis

limits. Note that the maximal tar collections are consistent with the upper bounds measured for nearly kinetically

controlled Maple particles by Scott et. al.. ’24] The wide range of values for the conversion time and tar collection

are evidence of the model’s robustness in portraying a broad degree of ablation without resorting to a hypothetical

liquid layer. Currently, there are no available quantitative experimental measurements under related conditions to

guide the choice of a specific value of SC, or to determine its dependence and sensitivity to velocity and pressure.

In the absence of such information, a constant value EC = 0.75 is selected in order to match suggested1181 values

of t~ w 1s at T“alI s 900K. fiis value for EC is used hereinafter throughout the paper.

4 REACTOR RESUITS

The above sets of governing equations for the particle pyrolysis, turbulent reactor flow and particle trajectories

are coupled through appropriate conservation constraints in order to provide a complete description of the final

reactor operation. Under steady state operation, the contribution of all injected biomass particles can be simulated
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by obtaining numerical solutions for a single ‘test’ particle for each injected size class and each biomass type

contained within the reactor feed. As each tat particle convects along the reactor outer wall, its free stream

boundary conditions for tempemtu~  and prCSSUm correspond  to tie sme conditions  for the turbulent reactor flow

field at a position corresponding to r = RR – 1.5HP (averaged as in Eq.(38)). On the other hand, complemental

boundary conditions for the turbulent reactor flow equations must account for the presence of particles through

a mild ‘wall blowing’ (tar and gas evolving from the pyrolyzing particles) whereby an inward directed radial

velocity component enters the reactor through the outer wall. l’his wall inflow has appropriate contributions for

the tar and gas being generated by the pyrolysis of a single test particle multiplied by the local  particle number

density (N is the number of particles per unit wall area specific to each test particle group):

(40)

where %fe~  is the specified mass feed rate of pficles,  and ~,a~ is the particle injection velocity. Such a

coupling is valid as long as HP << RR. It is assumed that the local number density N corresponding to each

injected test particle remains constant throughout the particle’s evolution (divergence free spread velocity along

the wall) and that the particles are in direct sliding contact with the wall and maintain a tight helical path through

the reactor such that their downstream axial paths can be described by a continuous UP(Z) in the axisymmetric

coordinates (see Fig. 1). Re-entrainment  is petformed  by re-introducing all particles that reach the down stream

edge of the reactor, z = LR, and the tar and gas generated from each recycle loop, size class and biomass type

are superimposed. ‘I’he actual mass of flow entering the real recycle loop is assumed to be much smaller than

that passing through the exit pipe. In this case, the recycle loop is not included in the reactor simulation as its

practical implementation is of questionable validity due to the axisymmetric  geometry. For conditions in which

each test particle makes many passes through the reactor (satisfied in this work), the particle contributions are

essentially equal to the total tar and gas yields fi-om each test particle multiplied by the total number of particles

within the reactor and then distributed uniformly over the entire outer wall surface area. This results in a near

uniform value for ‘@(r = RR) corresponding to the rate of gaseous mass generation from all particles. Bounday
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conditions for the tar and gas mass fractions at the reactor wdl am derived  to inchde the diffhsion  (molecular

plus turbulent) veloeity:

(41)

where Wt is the relative fraction of the generated gaseous mass m \ r=RR ) for species f. l@ation (41) ensures

that the proper mass of tar and gas enter the domain: it is an implicit relation for the outer wall boundary

conditions, PC lrsR~, and is solved at each numerical time step and axial wall node. In practice the test particle,

trajectory and turbulent reactor flow equations are first solved independently using guessed coupling conditions

and then successive iterations are pefiormed until a converged steady state solution is obtained.

Simulation of the current NREL votiex reactor requires the specification of the reactor geometry, wall tem-

perature and all pertinent inflow conditions; however, these parameters have not been documented (note that the

reactor has been renovated since the publication of Ref.lll)  and these values must therefore be estimated. Ttile

3 contains a list of ail ‘base case’ geometry and inflow conditions used hereinafter in the reactor simulations.

The inflow  profiles (i.e. at z = O) are uniform in the region RR — ~in < T < RR and slightly smoothed

near the boundaries for numerical stability. me turbulent inflow is pure steam whose mean turbulence kinetic

energy is assumed to be equally divided among each of the three diagonal components of the Reynolds stress

tensor. However, the offdiagonal  terms at the inflow have a zero first derivative allowing the development of

a more natural measure of anisotropy. The radial injection velocity is null and the turbulence dissipation rate

c is modeled using a commonly used function of k and the inflow pipe diameter, Din .1141 In addition, an axial

velocity component must be defined such that the correct mass flow rate (@2e,in~(Din/2)2)  of steam entering the

numerical domain is obtained. The axial velocity is calculated using the mtio  of the true entrance pipe area to

the numerical axisymmetric  inflow area:

[

71_(Di~/2)2
Gz,in =  %,in fi [~~  –  (RR  –  ~in)2]

]= ZO,in [~(*)11 (42)

where 01 = D1a/RR.  Note that if the pipe diameter has its maximum value, Din = RR, then the inflow ~mains
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predominantly swirling with fi~,an = 0.25 fie,i.. In addition, the injected particles are assumed to be in dynamic

and thermal equilibmun with the steam flOW (zero slip and Zro tempemtum difference, i.e. ~,in = tiz,in and

TP,O = Tin, respectively). All reactor flow simulations in~rporti  a numerical grid having 192 x 48 grid points in

the (z, T) plane and require approximately 7200s of processor time on a Cray J90 supercomputer  for convergence

to steady state mean reactor flow. Generally, two or three itemtions between the test particle, particle trajectory

and reactor flow equations are needed for final convergence.

Figure 10 depicts various steady state (z, r) reactor flow profiles of the steady state solution from the base case

simulation with TWdl = 900K (r = O is the axis of symmetry). The velocity vectors in Fig. 10a reveal a region

of strongly recirculating core flow near the entrance region of the reactor as it is expected for strongly swirling

confined flows (e.g. Refs.11211131).  The temperature contours in Fig. 10b show that this recirculation zone consists

primarily of low temperature material entrained

rapidly heated due to turbulent convective heat

from the inflow. However, further downstream the core flow is

transfer from the walls. Had heated wall conditions been used

for the end walls at x = O and z = LR, both the recirculation region and the reactor core temperature would be

significantly larger than the current values. Such high temperate conditions would enhance tar decomposition

(through Eq.(4)) within the reactor, thus decreasing its efficiency for tar collection from the exit pipe flow. TW

and gas mass fraction contours are presented in Figs. 10c and Iod, respectively. Although the mass addition of

these species generated by the biomass pyrolysis is nearly uniform along the r = RR wall, the actual boundary

condition values increase monotonically with z due to the effects of the turbulent diffusion term in Eq.(4 1).

However, for all axial locations, both the tar and gas profiles have maximal values at the wall and decrease

monotonically towards the central reactor core region,

4.1 Reactor Eflciency and Wall Temperahiiw  E@cts

Regardless of the particulars of the interior reactor flow profiles, the ‘true’ measure of the reactor efficiency  for

tar production can be determined quantitatively by comparing the actual mass rate of tar exiting the reactor (Q~)
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and the mass rate of tar exiting the particles (flP):

(43)

(44)

where the summation is over all particle size classes and biomass types (i.e. all different test particles injected).

With these definitions two unique measures of the reactor performance are the

tar reduction (-y):

reactor efficiency (q) and the %

(45)

which quantifi  the relative efficiency of reactor tar production normalized by

the relative proportion of tar produced in the reactor which is decomposed

respectively.

the mass feed rate of biomass and

to gas before exiting the reactor,

A brief evaluation of the above relations and the following model aspects yields an interesting feature of the

reactor efficiency parameters v and ~: (1) The results of Figs.7 and 8 showed that the mass of tar produced by

the particles (~) is dependent almost exclusively on the wall temperature due to the dominance of pyrolysis on

the wall side of the particle dative to the flow side heating. (2) The species mass fraction equations (Eq.(20))

are linear in Y{. (3) The exothermicity  of tar reactions is essentially negligible due to its relatively small heat

of combustion and the very dilute fractions of tar observed (see Fig. 10c). (4) Under the assumptions of the

model, any increase (decrease) in mass injection rate results in a corresponding linearly proportional increase

(decrease) in the tar and gas mass fraction values along the outer wall due to particles. (5) ‘Ihe mass rate of

generation of tar and gas by the particles is much smaller than the inflow pipe mass flow rate of steam, ‘T’he

ensemble characteristics lead to the following conclusion: both of the efficiency parameters q and T are essentially

independent of the biomass feed rate, rkfe~. In addition, considerations (2) and (3) indicate that for fixed reactor

geomet~,  the parameter v is essentially a function of the wall temperature only. These conclusions have been

tested using actual results from a variety of simulations (not shown).
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Figure 11 shows the steady state  efficiency parametm for the base case reactor flow as a function of both the

wail temperature and the corresponding minimum heating energy:

(46)

which is given by the summation of the integrated thermal flux rate through the outer wall and the estimated

energy needed to raise the particle mass feed from jts initial temperature to the wall temperature. This minimum

energy ax-responds to a perfectly insulating reactor with no heat loss to the surroundings, and both the steam and

pyrolysis gases are assumed to be transparent to radiation heat transfer from the reactor walls. For the present

conditions, the contribution fi-om the second term on the right hand side of Eq.(46) due to particle heating is in all

cases less than 570 of the total E~i.; therefore, the majority of input energy is used to heat the steam. Although

Ed. could be reduced by increasing the inflow steam temperature, similar power would still be required for the

necessary steam pm-heat. The results of Fig. 11 show an optimal wall temperature of approximately 900K for

which tar harvest is maximized at slightly more than 80°/0 of the feed mass. The vortex reactor is characterized by

competing influences of& and -y which both increase linearly over the range of temperature considered. These

two effects result in the optimal wall temperature observed which corresponds to a minimum input energy of

approximately 355kW  required

4.2 Particle Size, Biomass Qpe

to heat both the steam

and Size Disti”bution

carrier gas and the Maple particles.

Miller and BellanI*~  observed that relative tar yields are significantly increased as the initial particle size decreases.

This effect was attributed to the relative residence time of tar within the particle and its adjacent boundary layer.

The longer residence times associated with large particles allow for more substantial tar decomposition to gas

through Eq.(4). Using similar reasoning, tar yields are maximized for very small

kinetic limits of pyrolysis (provided that tar can be rapidly quenched upon exiting

particles which approach the

the particle). However, these

trends due to particle size are not observed in the present simulations as illustrated by Fig. 12 which shows the

reactor efficiency as a fimction  of wall temperature for the base case conditions and for two particle sizes. Note
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that the curves are nearly identical for temperatures T~~u > 800K. This new behavior is due to the introduction

of the critical porosity for fragmentation. As EC 4 ~. the pyrolysis occurs very rapidly and approaches the

kinetic limits regardless of the initial particle size. All gaseous pyrolysis products are forced at increasingly large

velocities out of the particle before significant decomposition can occur. l%erefore, as CC ~ EO the pyrolysis

becomes independent of the initial particle size. For the present case of CC = 0.75, the results show only negligible

differences in behavior between HP = Imm  and HP = 5mm particles, except at very low wall temperatures.

When TWOI[ < 800K the pyrolysis rate is relatively slow as compared to the tar reaction rate and the particle size

becomes mote significant.

Effects of different biomass feedstocks  and polydisperse  particle injection distributions can also be investigated

with the model. Table 4 shows various steady state reactor efficiency values calculated for the base case conditions

with the optimal TWdl = 900K together with the biomass contributions of cellulose, hemicellulose  and lignin.[sl

Tar harvest is observed to be strongly dependent on the lignin content of the biomass which is known to be the

primary source of char.[sl In general, the representative Bagasse gross, Maple and Oak woods all result in very

similar tar collections from the reactor due to their similar compositions. It is only for the relatively extreme

samples of pure cellulose and high lignin content Olive Husk that large deviations in tar yield are observed.

Due to the primary influence of the wall heating on the particle pyrolysis and corresponding lack ofptiicle-flow

and particle-particle interactions, the model predicts that polydisperse  particle injections will result in essentially

mass weighted linear superpositions of the contributions from each individual test particle. Consider a bimodal

injection of Maple

(denoted group 11).

Maple particles:

particles with

In this case a

HP = lmm (denoted

dispersity  variable (a)

group I) and Olive Husk particles with HP = 5mm

can be defined based on the relative injection rate of

●

mf,,~ (I)

a = ?%Jed (q+ ?&d (11) ‘
(47)

which takes continuous values between O (pure group II) and 1 (pure group I). The superposition effect i$ illustrated

for this bimodal  distribution in Fig. 13. Therefore, within the range of conditions for which the current model is
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applicable, nxults  for any polydisperse  mixture injection can be deduced through knowledge of the individual

pure componentipure  initial particle size behaviorx

4.3 Ik?actor  Scaling

As discussed above, the mass of tar produced by particles ($2P)  can be optimized through appropriate choices of

the reactor wall temperature and biomass species. The reactor ccmfigumtion  and inflow steam parameters therefore

primarily affect only the relative decomposition of the tar once it exits the particles and proceeds through the

reactor. In this section, the effects of the reactor geometry and scaling are investigated in order to suggest optimal

conditions for minimizing tar conversion to gas within the reactor. A mathematical estimate for the extent of such

reactions is obtained by examining the ratio of the tar residence time within the reactor (t~ N LR/fiz,~n)  relative

to the characteristic time scale for tar decomposition (tti,  - F&:, where Kto, is the Arrhenius reaction rate from

Eq.(4)):

0<01<1,

where AtOr = 4.28 x l@s-l is the tar reaction frequency

-3] x F’,’’’(%)]

aq >0,

(48)

(49)

constan~  l&, = 108kJ/mol  is the corresponding

activation energy, @2 = LR/2RR is the overall reactor aspect ratio and Eq.(42) has been invoked. The first term

in brackets on the right hand side of Eq.(48) is due to reactor geometry and inflow steam mass rate, whereas the

second bracketed term is due entirely to the wall temperature. Note that the above estimate does not reveal any

dependence on the exit pipe diameter as the tar residence time is primarily only dependent on the axial  injection

velocity and the reactor length. Optimal reduction of tar decomposition occurs when tR/tto, <<1 in which case

the tar is removed from the reactor much fwer than it can

a characteristic reaction temperature results in generating an

react to form gas. Note that the use of TWOU as

upper bound for tR/ttar as the majority of tar is

located away from the walls where the temperature is in reality always less than Twoll  (see Fig. 10b).

An evaluation of the above time scale ratio for the base case reactor parameters as a fimction  of wall temperatm

29



is depicted in Fig. 14 for three different reactor scales. The scale factor (M) in this case represents a direct

multiplication of the reactor length and radius by the particular M fxtor (e.g. M = 3 is a reactor having
LR = 3r-n and RR = 0.375m); all remaining dimenskms and parameters are determined by the relations in

Table 3 and previous discussions. The time scales clearly illustrate how tar decomposition is increased with

both increasing wall temperature (due to higher reaction rates) and increasing reactor scales (due to longer tar

residence times). In fact, the curve for A4 = 1 shows clearly that these reactions should become significant

(tR/t~r a ().1) for wdl tempe~res  of ~ 900K, which is also the optimal reactor temperature found previously

from the simulation results of Fig. 11.

The accuracy of the time scale estimate, tR/t~.r,  in predicting reactor performance can be fiuther  confirmed

by comparing the results of complete sirnulaiions.  Figure 15 shows the reactor efficiency and ‘Yo tar reduction

parameters calculated fkom base case simulations with TtAl = 850K as a finction  of the reactor scale. The

relative extent of tar decomposition reactions appears to increase linearly with A4 exactly as predicted by Eq.(48)

which is linear in RR (with @2 fixed). A comparison of Figs. 14 and 15 along with the above discussions appears

to indicate that ‘good’ reactor designs which minimize tar decomposition are characterized by tR/&,  <0.1. This

would indicate that a large reactor needs to operate at low temperatures. Unfortunately, low temperatures do not

promote large tar genemtion  from the particles indicating that large

5 CONCLUSIONS

reactor sizes are undesirable.

A detailed mathematical model of vortex pyrolysis reactors used for harvesting tar from biomass has been pre-

sented, The model is based on detailed sub-models for the porous particle pyrolysis, tqrbulent reactor flow and

test particle trajectories. The sub-models were chosen for their ability to capture the pertinent physics and were

based on the requhements of each sub-system. The kinetics and porous particle model of Miller and Bellan[sl

were chosen to simulate the individual particle pyrolysis. Both one dimensional ( lD) and two dimensional (2D)

Cartesian coordinate simulations were performed in order to assess the effects of geometry and spatial property
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variations for single particles. l’he results showed that the 1 D model based on cress grain properties yields correct

qualitative pyrolysis behavior while providing slightly conservative estimates for the quantitative particle conver-

sion times. However, the total tar and gas products predicted by the 1 D approximation are in good agreement

with the multidimensional simulations. Further results were obtained exclusive y with the 1 D model. The indi-

vidual  particle tmjectories  were then modeled based on a prolate spheroid particle drag coefficient and on contact

friction with the wall. Extensive studies of these equations showed that the individual patticle  pyrolysis evolution

is effectively de-coupled from temporal disturbances of the temperature and pressure bounday  conditions on the

flow side of the particle. This means that the particle responds to only time averaged values of the flow properties,

and greatly simplifies the solution procedure. A new fragmentation model was then introduced into the particle

equations to account for mechanical breakup of the insulating char layers which occurs during ablative pyrolysis.

Large ablative heating rates were shown to be well described by the fragmentation model without resorting to the

artificial introduction of a liquid ‘active’ lubricating layer. In order to properly simulate the complex reactor flow,

a compressible form of the fill Reynolds stress transport model for swirling axisymmetric flow was used. All

sub-models were then coupled

state votiex  reactor problem.

using appropriate conservation laws to provide complete solutions to the steady

‘he simulation results elucidated many of the important physical processes and characteristics of the vortex

reactor for tar collection from biomass pyrolysis. An optimal reactor wall temperature was identified as T’WOII  =

900K  for which tar yields are maximized. This value was found to be practically independent of the initial

particle size for HP as large as 5mm due to relatively severe char fragmentation. It was additionally observed

that tar yields can be increased by using low lignin content feed stocks, and that they are independent of the

initial particle aspect ratio if the assumptions necessary for the one dimensional particle equation approximation

are satisfied (e z 2). Polydispersity of the injected biomass was shown to be well modeled using mass weighted

superpositions of the pun substarwdsingle particle size distribution contributions. Under the base case reactor

conditions with biomass injection having ~feti= 50kg/hr  of 5mm Maple particles and TWO1l = 900K, it was
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found that more than 80% of the mass feed can be harvested in tie fo~ of tar. his optimal case requires

a minimum of 355kW of operational input power to heat both the carrier gas rmd the biomass. Note that the

tar yields measured in this work depend to a significant extent on the proper choice of the critical porosity (SC)

for the fragmentation model. ‘Ihe critical porosity was only estimated and h is recommended that experimental

measwements  should be performed to determine its value.

Evaluation of simulated results and a simple model indicate that the time scale ratio (tR/i?to,)  is directly pro-
*

portional  to the reactor size (both its radius and ovemll aspect ratio). In cOntr@ tR/i!tar is inversely proportional

to both the entrance flow velocity and the entrance pipe diameter. Therefore, tar reactions within the reactor can

be reduced by: (1) small reactors in both size and length to diameter ratio, (2) large steam inflow velocity and

mass flow rate, (3) low reactor wall temperatures which reduce the tar reaction rate. Note that criteria (2) must be

balanced with a corresponding increase in the energy needed to heat the inflow steam (Emim) while (3) must be

balanced with its adverse relation on the total tar produced by the biomass ptiicles. It is therefore recommended

that vortex reactors used to harvest tar from biomass pyrolysis operate with TWdl N 900K  with large inflow

velocity and flow rate, and have relatively small length and aspect ratio similar to the base ease geometry inves-

tigated here. For commercial applications using large mass feed rates, we recommend the utilization of multiple

small reactors operating in parallel rather than a single scaled up reactor.
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TABLES

Property Value

P4,0 650~
co 0.67
c 2.3-&
A 1.256 X 10-4&
r 0.05 llarcys

AChO, 8.37 X 10-5+

Table 1: Property and initial parameter values for wood (across grain) and char.

Constant Value
c. 0.22
c~ 0.0857

Cp,l 4.325
CP,2 0.179
C,,l 1.01
C,,2 1.80
C,,3 0.10

T~le 2: Turbulence model constants.
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Parameter Value
L R 1 .Om
RR 0.125m
Din 0.4RR

Dat RR
Tin 450K
Fin 100kPa
Go 200m/s
k 0.23
6 k312/0.4Din

HP 5mm
e 2

$f~ 50kg/hrMaple

Table 3: Base ease reactor geometry and inflow conditions.

Biomass Cellulose Hemieellulose  Lignin
cellulose 1 0 0 0.;03
Bagasse 0.36 0.47 0.17 0.824
Maple 0.40 0.38 0.22 0.814
oak 0.35 0.40 0.25 0.824

Olive husk 0.22 0.33 0.45 0.749

T~le 4: Compositions and reaetor efficiencies for base ease conditions and various biomass with
T. = 900K.

36



FIGURE CAPTIONS

Figure 1: Schematic of the vortex reactor.

Figure 2: Velocity vectors for a 2D wood patticle with aspect ratio ~ = 2 (ZI = O is a plane of symmetry)

at a time corresponding to 40% reduction of the virgin WOOd mass; (a) I’11/rzz = 1, (b) I’l@zz = 10, (c)

J711/I’22  = 100. The particle height is HP = 5rnrn, and the heating conditions are TW = T’m = 900K.

Figure 3: Comparison of ID and 2D particle pyrolysis simulation tar collections for various ratios of the parallel

to cross grain permeability. The patticle height is HP = 5WWW with 0 = 2, rmd the he~ng  conditions  are

T. = T’m = 900K.

Figure 4: Comparison of lD and 2D particle pyrolysis simulation tar collections for various particle aspect ratios.

The particle height is HP = 5mn,  and the heating conditions are; TW = T= = 900K.

Figure 5: Comparison of lD and 2D pt.icle  pyrolysis simulation tar collections for various ratios of the parallel

to cross grain thermal conductivity. The particle height is HP = 5r7Jm, with 0 = 2, and the heating conditions

are TW = Tm = 900K.

Figure 6: Comparison of (a) tar collections and (b) mass averaged particle temperature obtained through exclusive

heating at either the wall or the flow boundary for lD particle pyrolysis employing the complete momentum

equation (Eq.(8)) with HP = 5mm and T!!, T* = 900K.

Figure 7: Temporal evolution of the tar collection for a ID particle simulation having T* = 850+50 sin(dt).

The simulation conditions are HP= lrnm  and T“ = 900K.

Figure 8: Temporal development of apparent char density profiles during a lD particle simulation. ‘l%e sim-

ulation conditions are HP = lmm, TW = 900K, ~’ = 850K and the profiles correspond to times; i!/tC =

0.25, 0.5, 0.75, 1.0 and tc = 12.9s.

Figure 9: Single particle pyrolysis behavior for 5rnrn Maple sample as a finction of the critical porosity for

fragmentation; (a) tar collection, (b) 99% conversion time. lle value ec = eO = 0.67 is the kinetic limit.

Figure 10: Steady state vectors and contours from a reactor simulation for base case conditions with Tw.lf  = 900K;
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(a) velocity vectors, (b) temperature, (c) tar mass fraction x100, (d) gas mass fraction x100.

Figure 11: Reactor efficiency and ?40 tar reduction for base case conditions as a finction of (a) wall temperature

and (b) minimum input energy.

Figure 12: Reactor efficiency as a fiction of wall temperature for two initial particle sizes.

Figure 13: Reactor efficiency for base case conditions as a fimct.ion  of dispersity for biomass feed mixtures of

Irnm  Maple and 5rrvrt Olive Husk particles.

Figure 14: Ratio of reactor residence time scale to tar decomposition reaction time scale as a fimction wall

tempcratm for various values of the reactor scale fhctor (M).

Figure 15: Reactor efficiency and ‘Yo tar ~duction as a fimction  of the reactor scale  f=tor  for base case conditions

with TWdl = 850K.
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